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Overview When is knowledge transfer successful? Optimization hypothesis: are we solving the
We show that while knowledge distillation can improve student ~ LeNet-5 on MNIST distillation problem well?
generalization, it does not typically work as it is commonly understood: Seta =0, add unlabeled examples = U
e There is significant discrepancy between the predictive distributions of o With snouah data the student learmns g % g Increasing the support of the distillation dataset makes the distillation
the teacher and the student. to match tl'? teach dicti 8 .3 objective increasingly difficult to optimize.
o Difficulties in optimization are a key reason for why the student is o IT; Ct'll t'e esc er p"te_ ictions L s
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unable to match the teacher. o _ se |s|_| at_lon 06s notimprove 8 o (ges———h Student-Teacher Agreement on the Distillation Data
o Details of the dataset are important for distillation fidelity but a better generalization e = . Gt O ; k4 Ou Do : o
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dataset can make optimization even more difficult. st WLMN\*‘ U‘:um - wn& st O E % 0\8\3\0\—. i . J i ) o\e/’o‘g\g
Fidelity of knowledge distillation (ResNets on C-100) ) o o = g fe
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Identifiability hypothesis: are we showing
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3 o I[7E g e We observe a major drop in the train agreement on the data used for
o ? o the student the wrong data? distillation as we increase the size of the distillation dataset
CIFARI00 +125K GAN 425K GAN +37.5k GAN 450k GAN CIFARI00 +125K GAN 425K GAN +37.5K GAN 450k GAN e Same holds when we use strong data augmentation policies
=@ TeacherStudent Agreement  ~@~ Student Accuracy Teacher Accuracy Data augmentation has a substantial effect on distillation fidelity and
(a) Self-distillation (b) Ensemble distillation student accuracy. -
Augmentation comparison on CIFAR-100 We cannot resolve the issue by training longer or 58)
gom using a different optimizer. <
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What is knowledge distillation? i
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Goal: train a student model to mimic predictions of a teacher model. B Optimization and distillation "
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Distillation loss: £, = aLxwr, + (1 — ) Lkp : w o ® o . . B
. . , ) e Best policies for student accuracy (MixUp, GAN) are not best for . N X ;5
Lain(z,y) == > y;logoj(a).  Lun(znz) =72 Y o; (%) loga; (%2). distillation fidelity - : ad
3=t =1 e The best policy for fidelity (MixUp T=4) only achieves 85% agreement = o Lo |, [restr [ | [rednersudt] (] %
between the teacher and the student o o woon 1w R R R
X N X e Noise and OOD data are not helpful for distillation (b) Initialization effect (c) Loss Visualization
What is fidelity?
Distillation fidelity — the ability of a student to match a teacher’s predictions. Data recycling and distillation o If we initialize the student close to the teacher weights, it can recover
N Test Accuracy R 1S Test ECE Tt Agroomart Test KL(TIS a trivial optimal solution.
Average Top-1 Agreement := L Z 1{argmax o;(z,;) = argmax o;(zs,)}, == - e e |nitializing the student randomly, we converge to suboptimal minima
i i f] “P e o / " Iy of the distillation loss surface.
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Average Prodictive KL := 23 KL (ulybes) | o), S T e R s *
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S g We verify that our observations hold on ImageNet and IMDB datasets.

e For large ensembles good distillation fidelity implies better accuracy

Tanperaa ¥ ' Tempestrs Dataset Teach. Size Teach. Acc. (1) Stud. Ace. (1) Agree. (1) KL (J)
e \We may want to transfer properties beyond accuracy: BTy T S T 1 79.361 (0.132)  80.353(0.198)  86.488 (0.521)  0.124 (0.012)
. o IMDB 3 81.807 (0.129)  81.129 (0.057)  89.832(0.349)  0.064 (0.003)
o Uncertainty calibration e Recycling data used to train the teachers is better than using new 5 82216 (0.207)  81.167 (0.196)  90.793 (0.180)  0.052 (0.001)
o Fairness of predictions data for student accuracy 1 0.748 (0.001)  0.753 (0.001)  0.855(0.001)  0.217 (0.002)
o ) o o Using new data leads to better distillation fidelit ImageNet 3 0.764 (0.001)  0.755 (0.001)  0.878 (0.001) ~ 0.157 (0.001)
e Scientific understanding of knowledge distillation 9 Y - 5 0.767 (0.001)  0.756 (0.001)  0.884 (0.001)  0.142 (0.001)




